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Preparing Your LAN for a VoIP Phone System
Deployment
Voice over IP (VoIP) telephony places unique demands on a local area network. Unlike traditional

data traffic, voice is real-time and sensitive to delay, jitter, and packet loss. A successful VoIP

deployment therefore requires careful LAN preparation to ensure high call quality and reliable

service. This report provides a comprehensive, step-by-step guide for IT professionals and network

engineers to ready their LAN for a local VoIP phone system. It covers VoIP fundamentals, network

infrastructure and configuration checklists (before, during, and after deployment), and detailed
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recommendations on bandwidth, hardware, QoS, VLANs, IP addressing, security, and monitoring.

Throughout, we reference industry standards (IEEE, IETF, ITU), vendor design guides, and real-world

best practices to serve as a professional implementation and training resource.

VoIP Fundamentals and Network Performance Requirements

VoIP transmits voice as IP data packets over the LAN/WAN instead of via traditional circuit-switched

lines. In a VoIP call, signaling protocols like SIP (Session Initiation Protocol) set up and manage the

call, and media protocols like RTP (Real-time Transport Protocol) carry the actual audio stream. SIP

is an IETF-defined application-layer signaling protocol used to initiate, maintain, and terminate

communication sessions (voice, video, messaging) (Source: en.wikipedia.org). The audio is carried

by RTP, a transport protocol optimized for real-time delivery of audio/video. RTP was standardized

by the IETF in 1996 (RFC 1889) and updated in RFC 3550 (2003) for robust audio/video

transmission over IP networks (Source: techtarget.com). In essence, a VoIP phone call involves SIP

signaling messages (typically on TCP/UDP port 5060 or 5061 for TLS-encrypted SIP) to coordinate

the call, and a stream of RTP packets (usually UDP on a dynamic port range) transporting the

digitized voice.

Voice Quality Factors: The quality of VoIP calls is highly dependent on network performance.

Unlike email or web traffic, voice is intolerant of delays or drops. Key metrics affecting VoIP quality

include: latency (packet delay), jitter (variance in packet inter-arrival time), and packet loss. If the

network introduces too much delay or jitter, callers will experience echo, talk-over, or choppy audio

(Source: content.solarwinds.com)(Source: content.solarwinds.com). Packet loss directly causes

audio dropouts. A well-prepared LAN must deliver voice packets within strict bounds for these

metrics. According to ITU recommendations, one-way latency should ideally be kept below ~150 ms

(Source: reddit.com) (to avoid noticeable conversational delays), and jitter should be under ~30 ms

one-way for acceptable voice quality (Source: obkio.com). In practice, high-quality VoIP networks

strive for jitter in the low milliseconds (e.g. < 20 ms) and near-zero packet loss. Mean Opinion

Score (MOS) is often used to quantify call quality, ranging from 5 (excellent) to 1 (unintelligible). A

MOS of ~4 or higher (toll quality) is desirable. The ITU-T PESQ standard (P.862) defines how MOS is

derived from network impairments (Source: content.solarwinds.com). For reference, an “R-factor”

(another quality rating) of 80–94 corresponds to MOS ~4.0–4.4 (desirable), while poorer network

conditions (R-factor below 50) yield MOS below 2.6, considered unacceptable (Source:

content.solarwinds.com). In summary, VoIP requires a “quality IP network” that minimizes

delay, jitter, and loss to maintain high call clarity (Source: content.solarwinds.com)(Source:

content.solarwinds.com).
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Impact of LAN Readiness: The existing LAN infrastructure and configuration directly impact these

voice quality metrics. If a LAN is not prepared – for example, if bandwidth is insufficient, switches

are overloaded, or QoS is not in place – VoIP traffic can suffer. Data applications might tolerate a

few seconds of network slowness, but voice will not. Without proper QoS and segmentation, large

data transfers or bursts of traffic can congest links and cause VoIP jitter or packet drops, leading

to broken or dropped calls (Source: bcstel.com). In short, LAN readiness is critical: a VoIP

deployment will only perform well if the underlying network is designed and configured to give voice

traffic the priority and clean transport it requires. Before deploying VoIP, one must assess and often

upgrade the LAN to meet these performance requirements.

LAN Preparation Checklist (Before, During, and After

Deployment)

The following checklist summarizes the major tasks and configurations to address in each phase of

a VoIP deployment. This serves as a high-level guide; subsequent sections of this report will discuss

each item in detail.

Before Deployment – Planning & Network Readiness:

Network Assessment: Conduct a thorough assessment of the current network. Verify that

cabling and switch hardware meet VoIP needs. All station cabling should be Cat5e or

better, properly terminated on patch panels and jacks (avoid cheap crimped cables which

cause intermittent failures (Source: bcstel.com)). If existing cabling is older or uncertified,

recable or test it. Inspect switches/routers – ensure they support Power over Ethernet

(PoE) for IP phones, and have features for VLANs and QoS. Ethernet switches should

ideally be managed PoE switches; using PoE allows you to power phones through the LAN

and keep them online via UPS during power outages (Source: bcstel.com). Also confirm the

switch backplane and uplink capacities are sufficient for added voice traffic.

Bandwidth Planning: Calculate voice bandwidth requirements based on the expected call

volume and codec. Ensure all LAN uplinks and WAN/Internet links have enough headroom.

As a rule of thumb, a G.711 call consumes ~87 Kbps and a G.729 call ~31 Kbps

(bidirectional with IP/Ethernet overhead) (Source: cordero.me)(Source: cordero.me).

Multiply by the maximum simultaneous calls to size required bandwidth. If the deployment

will use high-definition voice (G.722 codec at 64 kbps per call) or include video, account
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for the higher bit rates. Verify that Internet/WAN connectivity can handle external VoIP

traffic if using SIP trunks or remote phones – if not, upgrade bandwidth or plan for a

dedicated circuit.

Network Design & Segmentation: Plan the network topology for VoIP. The best practice is

to segregate voice traffic onto its own VLAN/subnet for both performance and security.

Determine a VLAN ID and IP subnet for phones and voice servers. Plan IP addressing (e.g. a

dedicated IP range for phones, with DHCP), and routing between the voice VLAN and data

network (usually only the PBX and necessary services should communicate across).

Identify any network upgrades needed (e.g. adding switches, VLAN capable routers, or PoE

injectors for non-PoE switches). Also plan how remote locations or Wi-Fi phones will

connect, if applicable. Consider physical placement of the IP-PBX or call server – ideally on

the same LAN segment as the phones or in a data center/core network with high-speed

links to access switches.

QoS Strategy: Develop a Quality of Service plan. Map out how voice packets will be

prioritized end-to-end. Commonly, IP phones mark RTP voice packets with DSCP EF (46)

for Expedited Forwarding and signaling packets with a lower priority DSCP (e.g. CS3)

(Source: globalknowledge.com). Plan to enable QoS on switches and routers: e.g. trust

phone QoS markings on access ports, use priority queuing for EF traffic on every interface,

and police or re-mark other traffic as needed. Design QoS policies for WAN routers if calls

will traverse the WAN/internet – including traffic shaping or reservation so voice does not

get buffered behind large data packets (methods like LLQ and LFI on WAN links). Ensure all

network devices (switches, routers, firewalls) support the needed QoS features.

Security Planning: Incorporate security into the design. Plan to isolate the voice VLAN

from general data except for required services (using ACLs or firewall rules between

VLANs). Prepare to harden the IP-PBX and phones: use strong admin passwords, and if

possible enable encryption (SIP over TLS and SRTP for media) to protect call privacy

(Source: clearlyip.com). Evaluate firewall settings – e.g. often disable SIP ALG on firewalls

because it can interfere with SIP traffic; instead use proper static NAT or a session border

controller for external SIP. Plan for security monitoring (intrusion detection/prevention) on

VoIP segments to catch suspicious activities (like port scans or anomalous SIP registration

attempts) (Source: clearlyip.com). If voice traffic will traverse untrusted networks, plan for

VPNs or encryption to secure it.
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VoIP System Configuration: Develop the configuration for the IP-PBX, gateways, and

phones. This includes dial plans, extension numbering, trunk setup, etc., but from a

network perspective ensure the PBX will use the correct network settings (IP, VLAN tagging

if needed, default gateway). Identify any DHCP options needed for phone auto-provisioning

(e.g. Option 66/150 for TFTP server, Option 120 for SIP server address (Source:

info.teledynamics.com)(Source: info.teledynamics.com)). If using PoE, verify the power

budget on each switch can supply all planned phones (and other PoE devices like wireless

APs or cameras that might share the switch) – if not, budget for additional PoE switches or

injectors.

Pilot Testing: Before full rollout, perform a network pilot test with a few phones or

synthetic traffic. Simulate VoIP calls on the network to verify performance under load.

For example, one real-world provider sets up a device to emulate multiple concurrent VoIP

calls over several days and then analyzes jitter, loss, and MOS to ensure the network is

VoIP-ready (Source: bcstel.com). At minimum, use tools to generate UDP traffic with similar

characteristics to VoIP and measure latency/jitter (or leverage Cisco IP SLA, Spirent,

SolarWinds VoIP Monitor, etc. if available). Address any issues (e.g. high jitter on a

particular switch, excessive packet drops on a link, misconfigured QoS) before proceeding.

During Deployment – Implementation:

VLAN and Network Configuration: Create the Voice VLAN on switches and the

corresponding interface on routers. Configure switch access ports for IP phones

appropriately: if a phone shares a port with a PC (phone plugged into switch, PC into

phone’s PC port), configure a voice VLAN (802.1Q tagged) and a data VLAN

(untagged/native) on that port. Many switches have a special voice VLAN feature that

simplifies this. For example, on Cisco switches a port can be an access port for data and

have a designated voice VLAN; the phone is instructed (via CDP/LLDP or manual setting) to

tag its voice traffic with that VLAN ID (Source: en.wikipedia.org). Enable QoS on the

switches (if using Cisco, mls qos  and trust on phone ports, etc.) so that the phone’s

DSCP/802.1p markings are honored (Source: en.wikipedia.org). If LLDP-MED is supported,

use it to auto-provision VLAN, QoS, and power policy to IP phones. Ensure the DHCP

server is configured with a scope for the voice subnet and with any required options (e.g.

TFTP server IP for phone provisioning). Stand up the IP-PBX server and connect it to the

network (on the voice VLAN or with a leg in both voice and data networks as appropriate).

Configure core network services: confirm DNS has entries for the PBX or SIP servers if

using names, set up NTP for phones (either point phones to an NTP server via DHCP

Option 42 or through the PBX).
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Device Installation: Begin deploying IP phones and other hardware. As you plug in phones,

verify they receive IP addresses via DHCP on the voice subnet and can reach the PBX.

Check that each phone is using the voice VLAN (most phones will indicate the VLAN ID in

network settings). If a phone fails to get an IP or register, troubleshoot VLAN tagging

(perhaps the switch port isn’t correctly configured) or DHCP scope issues. For PoE,

monitor the switch power draw to ensure it’s within budget. It’s wise to stagger phone

connections to avoid a large inrush current on PoE switches. If using PoE injectors mid-

span, ensure they are connected to the correct ports and rated for the phone’s class.

QoS Verification: As phones come online, generate test calls and verify QoS behavior. Use

switch monitoring to ensure voice packets are being classified into the priority queue (e.g.

on Cisco, use interface QoS statistics to see if packets are matching the expedited

forwarding queue). Also test a scenario of network load: e.g. start a large data transfer

between PCs and ensure that a concurrent phone call remains clear (no audible drops or

delay). If problems appear (choppy audio when data is transferred), revisit QoS settings on

involved devices – ensure the voice traffic is indeed prioritized and perhaps apply rate-

limits to heavy data if needed.

Firewall and External Connectivity: If the VoIP system connects to an external SIP trunk

or remote phones, configure firewall/NAT rules at this stage. Open/forward the necessary

SIP signaling port (5060/5061) and RTP port range to the PBX or SBC, or configure an

ALG/SBC as needed. Secure these entry points: only allow the trunk provider’s IPs to reach

your SIP port if possible, to prevent unauthorized connection attempts. Implement any

access lists to block external access to the phone VLAN from the internet. If remote users

will VPN in for phone access, set up and test those VPN profiles.

Redundancy Implementation: Put in place any planned redundancy. For example, if

deploying two mirrored call servers in a failover cluster (HA pair), set that up now and test

failover (unplug the primary PBX and verify phones register to the secondary). If using

redundant power or UPS, simulate a power loss to ensure phones stay up on battery.

Configure redundant network links or switch stacking as planned so that a single switch or

link failure won’t isolate all phones. If an analog/PSTN line is kept as backup for

emergencies (common for 911 calls or if internet/SIP trunk fails), integrate that via an FXO

gateway or analog port on the PBX and test that fallback method.

User Cutover: During the cutover to VoIP, minimize downtime by planning the porting of

phone numbers or internal dialing switch. Often, you might run the old and new systems in

parallel until cutover is confirmed. Communicate with users about any short outage when
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transitioning. As phones register to the new system, verify each gets dial tone and can

place/receive calls.

After Deployment – Validation & Ongoing Management:

Testing & Fine-Tuning: Once the VoIP system is live, perform thorough testing. Place test

calls to verify audio quality internally and externally. Use a packet capture or monitoring

tool to measure call QoS metrics – check that jitter, latency, and loss are within acceptable

range (often, <5 ms jitter on LAN, essentially zero loss). Many IP-PBX systems provide call

quality feedback (e.g. Cisco Unified CM generates CMR records with jitter/loss per call,

Asterisk can show call quality stats). Review these initial call stats. If any users report poor

call quality in certain locations, investigate those segments (could be a duplex mismatch, a

bad cable, or a mis-configured queue on a switch). Fine-tune configurations as needed

(e.g. adjust QoS classification if certain traffic wasn’t accounted for, or enable traffic

shaping on a busy uplink).

Monitoring: Implement continuous monitoring for the VoIP network. Leverage SNMP

monitoring on switches and routers to watch interface utilization, errors, and queue drops.

Monitor the IP-PBX and gateways for CPU/memory and active call load. If available, deploy

a VoIP monitoring tool that can track MOS or R-factor over time and alert on degradation.

Many organizations use network monitoring systems that poll VoIP call statistics or even

perform synthetic call tests periodically (Source: bcstel.com). Also monitor for security

events: e.g. use IDS/IPS logs to detect any malformed SIP packets or abuse, and monitor

call logs for suspicious calling patterns (which might indicate toll fraud attempts).

User Training and Feedback: Provide training to users on the new phones and encourage

feedback about call quality or any issues. Sometimes user feedback is the quickest way to

discover subtle network issues (for instance, if certain calls have one-way audio, it could

indicate a NAT/firewall port issue that needs fixing). By addressing early feedback, you can

adjust the network/PBX configurations promptly.

Maintenance Tasks: Develop a plan for regular maintenance of the VoIP network. This

includes: keeping the IP-PBX software and phone firmware up to date (updates often fix

call quality issues or improve security – schedule them during maintenance windows),

periodically auditing switch configurations to ensure no unauthorized changes, and

verifying that QoS and VLAN settings remain consistent as the network grows. It’s also wise

to periodically re-run a network VoIP assessment (like the simulated call test) especially

after major network changes or expansions, to catch any new issues.
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Redundancy Drills: Test your redundancy and failover mechanisms on a scheduled basis.

For example, fail over to the secondary PBX every 6 months to ensure it can handle

production load, or simulate an ISP failure to confirm that backup trunks or routes carry

calls. This ensures that in a real outage, the fallbacks actually work. Eliminating single

points of failure is crucial – design redundancy such that no single network or server failure

can bring down phone service (Source: info.teledynamics.com). For instance, if you have

two ISP links, configure SIP trunk failover between them; if you have multiple switches,

interconnect them so a cable cut doesn’t isolate phones; and maintain backup power for all

critical components.

The checklist above provides a roadmap to follow. Next, we delve into the technical topics

underlying these steps – explaining why each item is important and how to implement it following

best practices.

Bandwidth Requirements and Codec Considerations

One of the first tasks is ensuring sufficient bandwidth for VoIP traffic. Even though voice calls are

not very high bitrate individually, they are constant, real-time streams and can add up with many

simultaneous calls. Inadequate bandwidth will manifest as high packet loss or jitter during peak call

times, so proper capacity planning is essential.

Codec Bandwidth: VoIP codecs determine the payload size of each voice packet and thus the

bandwidth per call. Common codecs include:

G.711 (PCM) – Uncompressed 8 kHz audio at 64 kbps. This is the standard for PSTN toll

quality. With IP/Ethernet overhead (20-byte IP + 8-byte UDP + 12-byte RTP header per packet,

plus Ethernet framing), a typical G.711 call consumes roughly 80–90 kbps of bandwidth in each

direction (Source: cordero.me)(Source: cordero.me). A commonly cited figure is ~87.2 kbps per

call with 20ms packetization (Source: cordero.me). G.711 provides excellent voice quality (MOS

~4.4) but uses the most bandwidth.

G.729A – A compressed codec at 8 kbps. Due to compression, it significantly reduces

bandwidth needs, at the cost of some quality (MOS ~3.7). Including overhead, a G.729 call uses

around 24–32 kbps bidirectionally (Source: cordero.me). One estimate is ~31.2 kbps per call

(Source: cordero.me). G.729 is useful on constrained links (like WANs) or where bandwidth is at

a premium.
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G.722 – A wideband (HD Voice) codec at 64 kbps, but with double the audio sample rate (16

kHz) for higher fidelity. It delivers much clearer sound (HD voice covers ~50 Hz–7 kHz audio

range vs. 300–3400 Hz in narrowband) (Source: nextiva.com). G.722 typically uses the same

bandwidth as G.711 (around 80–90 kbps per call with overhead) since its bitrate is also 64k.

The improved clarity is well worth it on LAN deployments where bandwidth is plentiful.

Recommendation: prioritize G.722 for internal calls if all equipment supports it (Source:

nextiva.com) – it will give superior user experience using the same LAN resources as G.711.

Opus – A newer adaptive codec (used in WebRTC) that can vary from low bitrate (8 kbps) to

very high quality stereo (>100 kbps). Opus isn’t yet common in desk phones but is gaining

traction. If using softphones that support Opus, note that it can auto-adjust to network

conditions. Ensure network QoS can handle the variability.

Others: There are many other codecs (Speex, iLBC, AMR-WB, etc.), but the above are most

relevant for enterprise VoIP. If using a specific platform (e.g. Skype for Business uses SILK/RT

Audio, Cisco may use OPUS in newer endpoints, etc.), gather their bitrate specs.

Concurrent Calls: To size total bandwidth, estimate the peak number of concurrent calls and

multiply by per-call bandwidth (don’t forget each call has two legs – one in each direction; the

calculations above already account for both directions combined). For example, 20 simultaneous

G.711 calls would consume ~20 × 87 kbps ≈ 1.74 Mbps (plus some overhead for signaling). It’s wise

to add a safety margin (e.g. plan for 25% more than peak). Remember to account for all relevant

segments:

LAN Uplinks: If phones are on access switches uplinked to a core, ensure the uplinks can carry

the voice traffic along with existing data traffic. Gigabit uplinks are usually plenty for typical

VoIP volumes, but if using Fast Ethernet (100 Mbps) uplinks in an older network, check that

voice + data won’t saturate them. If necessary, upgrade to gigabit or link aggregate ports.

WAN/Internet Links: If calls will go out via SIP trunks or between sites, the WAN link is often

the bottleneck. Calculate how many external calls you can sustain. For instance, if you have a 10

Mbps Internet connection and each G.711 call is ~87 kbps, theoretically ~115 calls max

(10,000/87). But practically, you wouldn’t use 100% for voice; also other traffic and overhead

(SIP signaling, etc.) consume bandwidth. A common approach is to dedicate a portion of the

WAN to voice – e.g. via QoS reservation. If insufficient, consider increasing bandwidth or using

a lower-bandwidth codec for those external calls (e.g. use G.729 to more than triple the number

of calls in the same bandwidth, at some quality trade-off (Source: nextiva.com)).
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Switch Fabric: Modern switches usually have a non-blocking fabric, but in some cases

(especially older or low-end switches), the total backplane capacity might be limited. Ensure the

switch can handle the aggregate throughput of voice + data on all ports. VoIP itself isn’t huge,

but e.g. 48 ports of G.711 calls is ~4 Mbps, which is trivial for any gigabit switch fabric.

Packet Rate and Overhead: Note that VoIP traffic consists of small, frequent packets (e.g. 50

packets per second per call with 20ms voice frames). High packet rates can occasionally tax

routers/switches if CPU-based forwarding is used (not an issue on modern hardware with ASICs, but

something to consider on software routers or firewalls). Ensure your firewall/NAT device can handle

the number of RTP packets/second if it’s doing inspection. Also, be aware of the RTP port range

settings on the PBX – configuring a narrower RTP port range can help with QoS and firewall rules

but must scale to handle the maximum calls (each call uses a unique UDP port pair).

In summary, verify that every link in your LAN/WAN can accommodate the projected voice load

with plenty of headroom. It’s better to overspec bandwidth than to run at high utilization, as

congestion is the enemy of VoIP. If the analysis shows tight margins, mitigate by either increasing

capacity or using more compression (and then compensate for the quality drop with other means

like HD voice internally). Once bandwidth is assured, attention shifts to network topology and

hardware readiness.

Network Topology and Hardware Considerations

Designing the network topology for VoIP involves ensuring that IP phones and call servers are

integrated in a way that minimizes latency and jitter. A robust topology for voice typically mirrors a

standard enterprise LAN design (core/distribution/access), with additional care for redundancy and

isolation of voice traffic.

Star Topology: Each IP phone connects to an Ethernet switch port (usually at the access layer).

This star topology (phone home-run to switch) is preferred – avoid any daisy-chaining beyond a

phone->PC pass-through. The phones should ideally connect to the nearest wiring closet switch,

which uplinks to distribution/core switches, where the IP-PBX likely resides (if on-prem). Keeping

the voice path short (in network hops) reduces latency. For example, a call between two phones on

the same switch might only traverse one switch and possibly hit the core for the PBX and come back

– just a couple of microsecond-scale hops. That is ideal. If phones are spread across multiple

switches or buildings, ensure the inter-switch links are high-speed (1 Gbps or 10 Gbps) and

configured to carry the voice VLAN with priority.
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Layer-2 vs Layer-3: In smaller networks, you might keep the voice network as a single Layer-2

VLAN across the campus, with the PBX in that VLAN. In larger networks, routing at the distribution

layer is common – each building or floor’s voice VLAN is routed. Both approaches can work, but try

to keep the voice subnets reasonably sized (a /24 can handle ~200 phones easily). Very large L2

domains are not recommended due to broadcast traffic; segmentation via L3 can improve stability. If

routing between voice subnets, make sure to apply QoS to the routed interfaces so inter-VLAN voice

traffic is prioritized.

Device Compatibility: Ensure all involved network devices – switches, routers, firewalls – support

the needed features for VoIP:

Switches: Managed switches are strongly recommended. They should support 802.1Q VLAN

tagging, 802.1p priority, and Diffserv QoS. Switches need the capability to enforce priority

queuing for voice packets. Also check the port speed capabilities: many IP phones have a 100

Mbps port (though gigabit phones are common now). If a PC is connected via the phone, that

phone ideally should be gigabit-capable to not bottleneck the PC. If you have older 10/100-only

phones and require gigabit to the desktop, plan an alternative (separate drop for PC or upgrade

phones). Ensure switch ports can be configured with fast link convergence (on Cisco, enabling

Spanning Tree PortFast on access ports) so phones aren’t stuck waiting 30+ seconds for STP.

Switch hardware should have adequate buffer memory to handle bursty traffic without dropping

packets (deep buffers can help avoid jitter).

Power over Ethernet: Confirm switches provide PoE on all ports needed. If using existing

switches without PoE, you may need mid-span PoE injectors or to replace switches. Modern

PoE switches usually support IEEE 802.3af (PoE) and 802.3at (PoE+). PoE (802.3af Type 1)

delivers up to 15.4 W per port (12.95 W to the device) (Source: en.wikipedia.org) – sufficient for

most standard IP phones. PoE+ (802.3at Type 2) provides up to 30 W (25.5 W to device)

(Source: en.wikipedia.org), which covers high-end phones with large displays or video units.

The latest standard, 802.3bt (Types 3 and 4, “PoE++”), can supply 60 W and 90 W for very

power-hungry endpoints (Source: en.wikipedia.org) – VoIP phones typically don’t require that

much (more for things like pan-tilt-zoom cameras or multi-radio APs). Check the PoE budget

on each switch (the total wattage the switch can supply across all ports). For example, a 48-

port PoE+ switch might have a 370 W budget, averaging ~7.7 W/port – enough since many

phones draw ~3–7 W. If the math shows a potential shortfall, plan to distribute phones or get a

higher-budget power supply for the switch. Using PoE has multiple benefits: phones don’t need

separate AC adapters at desks, and centralizing power allows using a UPS to keep phones

online during power outages (Source: bcstel.com). It also centralizes surge protection (via the
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switch’s protected power source) (Source: bcstel.com). Every critical network element

(switches, PBX server, etc.) should be on UPS/generator backup if phone availability during

outages is important (e.g. emergency calling).

Routers and Routing: If the VoIP system connects to external networks (other sites or Internet

for SIP trunks), your router’s capabilities matter. The router (or firewall) should support the

throughput for concurrent VoIP streams and perform any QoS on WAN. Many modern routers

can do dozens of VoIP calls without issue, but check for any limitations (small branch routers

might max out if they have to encrypt a lot of VoIP VPN traffic, for instance). SIP ALG: It is

generally recommended to disable SIP ALG on routers/firewalls, as it often causes more

problems (like corrupting SIP headers). Instead, handle NAT for SIP with static port mapping or

use a Session Border Controller (SBC) for NAT traversal if remote parties are involved. Ensure

the router supports prioritizing traffic – for example, configure low-latency queuing on the WAN

interface for DSCP EF packets, so that voice gets sent first out the WAN (Source: bcstel.com). If

connecting multiple sites, consider technologies like MPLS or SD-WAN that can offer QoS

guarantees for voice across the WAN.

Firewalls: Firewalls must be VoIP-aware to an extent. They should allow the necessary

protocols: e.g. permit UDP ports for RTP (often a range like 10000–20000) and TCP/UDP 5060

for SIP from expected sources. Without correct firewall rules, calls may signal but have no audio

(RTP blocked). If using encrypted signaling/media (TLS/SRTP), ensure the firewall isn’t blocking

those (TCP 5061 for SIP-TLS, and SRTP is just RTP content that’s encrypted, using same ports).

For security, restrict incoming SIP traffic to only known providers or remote offices – many VoIP

systems get attacks from the internet if the SIP port is wide open. A common practice is to only

allow your ITSP’s IPs to hit your SIP port. Deploying an SBC in the DMZ is even better: it can

serve as a firewall specialized for SIP, handling registration, providing topology hiding, and

mitigating DoS attacks (e.g., rate-limiting SIP invites). If your firewall/UTM does deep packet

inspection, consider bypassing it for voice traffic (for performance and to avoid messing with

timing). Network Address Translation (NAT): If your PBX is behind NAT and using a SIP trunk,

configure NAT settings on the PBX (such as external IP and RTP port range) so it advertises the

correct addresses; otherwise one-way audio issues occur. Firewalls often have a SIP helper

module – as noted, it’s often best turned off if proper static NAT and firewall rules are in place.

Wireless (if applicable): VoIP over Wi-Fi (VoWLAN) is beyond our main scope, but if you plan

to use wireless IP phones or softphones on Wi-Fi, ensure your WLAN is designed for voice. That

means strong coverage, fast roaming support, and WMM (Wireless Multimedia Extensions)

go.clearlyip.com

Page 12 of 43

https://bcstel.com/resources/white-papers/assessing-voip-implementation.php#:~:text=VoIP%20phones%20require%20a%20more,cameras%20or%20wireless%20access%20points
https://bcstel.com/resources/white-papers/assessing-voip-implementation.php#:~:text=The%20Ethernet%20switch%20should%20also,your%20network%20hog%20the%20bandwidth
https://go.clearlyip.com/?utm_source=pdf
https://go.clearlyip.com/?utm_source=pdf


enabled to prioritize voice packets over wireless (WMM is essentially Wi-Fi QoS, giving voice

frames higher priority). Also, capacity plan for the extra traffic – each voice call on Wi-Fi adds

airtime usage.

Topology for Redundancy: Evaluate the LAN topology for single points of failure. Redundancy is

key for voice (since a phone system outage can be business-critical). Redundant design can involve:

Switch Redundancy: If you have a large deployment, avoid having all phones homed to a single

switch that could fail. It might be beneficial to split phones across multiple switches (so one

switch failure only takes out a portion of phones). In a stackable switch environment, consider

using switch stacking or virtual-chassis so that if one unit fails, others in the stack keep the

network up. Redundant uplinks (with spanning-tree or link aggregation) from access switches to

core can ensure a path remains if one link goes down.

Core/Router Redundancy: If your PBX and voice VLAN routing sit on a core switch or router,

ensure that device is highly available (for example, dual redundant core switches with

HSRP/VRRP or a virtualization like Cisco SVL/VSS, or a failover router pair). This prevents a

single core failure from knocking out voice for the whole network.

Server Redundancy: We will discuss IP-PBX redundancy in a dedicated section, but topology-

wise, if you have a secondary PBX, it could be placed in a different location or on a different

host such that a site or hardware failure doesn’t affect both. Some setups even use geographic

separation (one call server per site, backing each other up).

WAN Redundancy: For external connectivity, if voice relies on an internet link, having a backup

link (4G/5G or a secondary ISP) can preserve external calling in case of primary failure (Source:

info.teledynamics.com). Some SIP providers allow registration from multiple IPs for redundancy;

or use automatic failover that if your PBX is unreachable they forward calls to a backup number

(perhaps a cell phone or analog line) – consider configuring these contingencies for inbound

calls.

In summary, design the LAN topology such that voice traffic has a short, efficient path with no

bandwidth bottlenecks, and build redundancy wherever feasible to eliminate single-point failures.

Keep the network simple for voice: fewer hops, properly configured switches, and isolation from

disruptive broadcast or heavy data flows. A well-architected topology forms the foundation for

applying VLANs and QoS in the next steps.
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Cabling Standards and Power (PoE) Considerations

Reliable physical cabling is literally the backbone of a VoIP deployment. Voice packets are small but

sensitive to any transmission errors (which cause packet loss). Poor cabling can lead to transient

issues that are hard to troubleshoot – e.g., few data retransmissions might go unnoticed in regular

use, but in VoIP, lost packets mean audible gaps. Thus, adhering to proper cabling standards and

providing stable power to IP phones are important preparation steps.

Ethernet Cabling (Cat5e/Cat6): Ensure all runs to IP phone locations meet at least Category 5e

specifications. Cat5e supports 1000BASE-T gigabit Ethernet up to 100 meters and is the minimum

for new VoIP installs. Category 6 or 6A is even better (especially if you anticipate needing 10Gb in

the future or just want extra noise margin). Both Cat5e and Cat6 will support PoE++ power levels as

well (with Cat6 having thicker gauge which can reduce heating from PoE currents). If the building

only had voice-grade cabling (old Cat3 used for analog phones), recabling is necessary – IP phones

need twisted-pair data cabling. Follow TIA/EIA-568 standards for termination and avoid improvised

cabling. All cables should be properly terminated on patch panels and RJ45 jacks rather than

crimping RJ45 plugs onto horizontal cable (Source: bcstel.com). The use of patch panels and

certified keystones ensures a reliable connection; hand-crimped cable ends are prone to wiring

issues and intermittent faults (Source: bcstel.com). It’s also good practice to certify each cable run

with a cable tester if possible, to catch any attenuation or crosstalk issues pre-deployment. VoIP

data is not especially high-throughput, but a flaky cable that causes a 1% packet loss can degrade

many calls. In summary: treat VoIP cabling with the same rigor as data cabling – use structured

cabling principles, maintain proper distance from electrical interference sources, and don’t exceed

Ethernet length limits.

If PCs will share the same drop via the phone’s switch port, gigabit to the desktop is recommended.

If you only have Cat5 (not 5e) cabling and are limited to 100 Mbps, consider upgrading those runs –

not just for VoIP but general network performance. Also label voice ports clearly; even though they

are just data ports on the switch, identifying them helps with troubleshooting (some organizations

use a different patch cable color for phone connections, for instance).

PoE Standards Recap: We touched on PoE in the hardware section, but to recap with standards:

IEEE 802.3af (2003) defines PoE Type 1, delivering up to 15.4 W per port (48 V, 350 mA) and

guaranteeing 12.95 W available to the device (Source: en.wikipedia.org). IEEE 802.3at (2009) PoE+

or Type 2 increased this to provide up to 25.5 W to devices (drawn from 30 W source) (Source:

en.wikipedia.org). Both of these use two pairs in the Ethernet cable for power. The newer IEEE

802.3bt (2018) introduced Type 3 and 4 which use all four pairs for power: Type 3 delivers up to 51
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W to devices (60 W source), and Type 4 up to 71.3 W (90 W source) (Source: en.wikipedia.org)

(Source: en.wikipedia.org). These higher power levels are mostly for devices like multi-band wireless

APs, pan-tilt cameras, or videoconferencing units. Most IP desk phones draw well under 15 W, so

standard PoE (802.3af) is usually sufficient. However, high-end video phones or conference phones

with video might require PoE+ (802.3at). Always check the spec sheet: for example, a phone might

be Class 0 or 2 (uses <7W), or Class 3 (up to 15.4W), etc. If a phone requires PoE+ and is plugged

into an 802.3af-only switch, it may not power on or might disable power-hungry features (like a

screen backlight). Therefore, match your switch PoE standard to your device needs.

PoE Power Budget and Deployment: Once you know the power class of your phones, calculate the

total power draw if all phones powered. For instance, 20 phones at 5W each is 100W. Ensure the

switch’s total budget covers it (with some margin). You can often configure PoE power priorities on

switches – consider setting critical devices (like an emergency phone) to high priority so that if the

switch is ever over budget, it would shut power to lower-priority ports first (though in a properly

planned network, you should never exceed budget). During deployment, monitor the switch PoE

status – most managed switches can report current wattage per port. If a port is drawing

unexpectedly high power, it could indicate a fault (cable short or malfunctioning PD).

One testing tip: If a phone isn’t powering via PoE, test that port with a PoE tester or another device –

sometimes a wiring issue (like a split pair) can affect PoE delivery more than data. Fluke Networks

notes that PoE testing should include checking that all pairs can carry the required current and that

the voltage at the PD meets spec (Source: flukenetworks.com).

Environmental Considerations: VoIP phones deployed in office environments usually don’t stress

cabling beyond standard conditions. But note that PoE does cause cable bundles to warm up

slightly (current through copper). Large bundles of cables all powering PoE devices could see a

temperature rise – in extreme cases, this can increase attenuation. The 2018 NEC code even has

guidelines for cable bundle sizes with high-power PoE. Using Cat6 (with slightly thicker conductors)

can mitigate heating issues, but for typical IP phone loads, Cat5e is fine. Just avoid mixing PoE and

non-PoE runs in a way that could cause confusion or improper cable ratings.

Grounding and Surge Protection: Because VoIP ties into the network, make sure your grounding is

good. Switches should be properly grounded (especially if using mid-span injectors, they often

require a ground). This helps with surge protection – a power spike on a PoE line could damage a

phone; quality switches have surge suppression, and a grounded infrastructure helps dissipate that.

Additionally, if the network has PoE, ensure any non-PoE devices you connect can handle being in a

PoE port (usually not an issue; PoE switches won’t energize the line unless they detect a PoE

handshake, per 802.3af standards).
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In summary, cabling and PoE form the physical layer that must be solid for VoIP. Use certified

Cat5e/6 cabling to ensure error-free transmission, and provide standard-based PoE from a reliable

switch so that phones have continuous power. Following industry cabling standards and PoE specs

will save you from troubleshooting elusive wiring issues later in the VoIP rollout.

Implementing VLANs for VoIP Segmentation

Virtual LANs are a fundamental tool for organizing and optimizing a VoIP deployment. A Voice VLAN

isolates voice traffic from data traffic at Layer 2, which offers several benefits: it allows applying

QoS and security policies specifically to voice, limits broadcast domain size, and eases

troubleshooting by separating types of traffic. Nearly all enterprise VoIP best-practice designs

recommend using VLANs to segregate voice (Source: voipinsight.com)(Source: voipinsight.com).

Why Use a Voice VLAN: By placing IP phones on their own VLAN, you achieve traffic isolation. Data

devices (PCs, printers, etc.) reside on a data VLAN, while phones sit on the voice VLAN. This means

large data broadcasts or mishaps (like a multicast video stream, or a broadcast storm from a

misbehaving NIC) on the data network will not directly impact phones. The VLAN separation also

enhances security – it is harder for a compromised PC to eavesdrop on voice traffic if it’s on a

different VLAN (without router access). Additionally, VLANs enable differentiated QoS: you can trust

and prioritize all traffic on the voice VLAN more easily. Many switches treat the voice VLAN as a

special case, allowing you to apply QoS policies globally to that VLAN (e.g. strict priority scheduling

for any packets tagged with the voice VLAN and/or a specific 802.1p priority). Quality of Service is

of utmost importance in VoIP, and VLANs facilitate prioritizing voice packets over data

(Source: voipinsight.com). By isolating voice, you prevent data congestion from directly

interfering, giving a more controlled environment to guarantee voice performance.

Implementation Approach: Typically, you will configure each access switch port that has a phone

in one of two ways:

Phone + PC on one port: This is common in offices – an IP phone has an extra Ethernet port

allowing a PC to connect through it. In this case, the switch port is set to carry two VLANs: an

untagged (native) VLAN for the PC and a tagged VLAN for voice. For example, the port

might be Access VLAN 10 for data and Voice VLAN 20 for voice. The phone, when it boots, can

be instructed to use VLAN 20 for its own traffic (either via CDP/LLDP-MED or via DHCP option

or static config on phone). The phone then tags its voice packets with VLAN 20; any PC traffic

is untagged and stays on VLAN 10. The switch separates these automatically. This arrangement

allows a single cable to serve both devices but keeps traffic isolated logically. Important:
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Enable the voice VLAN feature or manually configure the switch port as “tagged” for the voice

VLAN. For instance, on a Cisco switch: switchport access vlan 10; switchport voice

vlan 20  would do this – which also typically trusts CoS from the phone by default (Source:

cisco.com). On other switches, you might set the port as a trunk with VLAN 20 tagged and set

VLAN 10 as PVID/untagged for the PC.

Phone-only port: In some deployments, phones might have their own drop and PCs have

separate drops. Or there are common area phones, etc. In these cases, the port could be a

dedicated access port on the voice VLAN. This is straightforward: the port is an access port on

VLAN 20 (voice). The phone plugs in and gets only voice network connectivity. (If someone

accidentally connects a PC, it would be in the voice network – which is usually not desired, so

security measures or clear port labeling can help avoid that.)

DHCP and VLANs: When using voice VLANs, typically you have a separate DHCP scope for the

voice subnet. The DHCP server (or router with DHCP relay) needs to provide IPs to phones in that

VLAN. Many organizations use DHCP options to help auto-provision phones in a VLAN. One method:

leave phones on default (untagged) VLAN initially, they get an IP and perhaps Option 150 telling

them the TFTP server, which gives them a config that sets their voice VLAN. Alternatively, LLDP-

MED can advertise the voice VLAN to the phone immediately on connection, so the phone will then

reboot into that VLAN. Ensure your DHCP is configured accordingly – e.g., if using IP helper on the

router interface for the voice VLAN, that it points to the DHCP server and that the correct scope

exists.

Switch Support for Voice VLANs: Most enterprise switches have features to simplify voice VLAN

setup. For example, some allow you to specify a voice VLAN and will automatically apply it to ports

when a phone is detected (using LLDP-MED or OUI matching). This can also automatically apply

QoS trust for that device. Consult your switch documentation on “voice VLAN” or “auto voice VLAN”

features. If unsupported, you can manually configure trunk/access as described.

VLAN Tagging by Phones: Nearly all IP phones support 802.1Q tagging and a VLAN ID setting.

With LLDP-MED (Link Layer Discovery Protocol – Media Endpoint Discovery), a switch can tell the

phone: “Your voice VLAN ID is 20”. The phone will then start tagging its traffic on 20. Cisco phones

also use CDP in Cisco environments to learn the voice VLAN. Absent these, you might have to set

the VLAN manually in the phone or deliver it via provisioning. Some phones can also use DHCP

option 132 or 144 for VLAN ID, but that is less common.

Inter-VLAN Routing: Phones still need to communicate with the PBX and perhaps with PCs (for

softphone apps or web interfaces) or other services like NTP, DNS. This means there will be routing

between the voice VLAN and other networks at Layer-3 (usually in the router or core switch). Be
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intentional about the routing and firewalling:

Only allow necessary traffic between voice and data VLANs. For instance, phones might need to

reach a software update server on the data network – you can permit that specific connection.

But you likely don’t want every PC to have unfettered access to every phone (for security, as an

attacker on the data LAN could try to attack phone firmware). Common practice is to allow from

voice -> data only what’s needed (maybe nothing except internet access for the PBX if it’s on

voice) and from data -> voice only certain management traffic (like IT support workstation to

phones on SSH/HTTP if needed). This segmentation limits exposure.

The IP-PBX server, if on a separate server VLAN, will need access to the voice VLAN to

communicate with phones. Ensure the routing is low-latency – ideally it’s on the same local

router, not going through multiple hops. If you have a firewall between voice VLAN and PBX,

configure appropriate rules and ensure the firewall can handle the traffic (stateful inspection

might be overkill internally – some designs place the PBX in the voice VLAN to avoid firewalling

internal call setup).

VLAN Trunking: Make sure all switches carrying voice traffic have the voice VLAN allowed on

their trunk links. It’s easy to miss adding the new VLAN to all trunk ports, which would prevent

phones on an access switch from reaching the PBX on another switch. Documentation of VLAN

topology and use of VTP (in Cisco) or similar can help ensure consistency.

Dead-End VLAN for Unused Ports: A related practice in many secure networks is to put all unused

switch ports in an “unused” VLAN that is not routed (sometimes called a dead-end VLAN). This

prevents someone from plugging into a live access port and gaining network access. You could do

this for both data and voice – any port not in use is placed into an unused VLAN (with no DHCP,

etc.). When deploying phones, you then assign the port to the voice (and data) VLAN as needed.

This is more of a security hygiene step.

In summary, configure a dedicated VLAN for VoIP and assign phones to it to reap performance

and security benefits. By leveraging standards like IEEE 802.1Q tagging (Source: en.wikipedia.org),

VLAN-aware switches will keep voice traffic separate and prioritized. Implementing voice VLANs is

one of the most effective steps to ensure a well-behaved VoIP network where voice packets flow

smoothly, without interference from data storms or broadcasts. As a bonus, troubleshooting is

easier – you can mirror/analyze just the voice VLAN traffic to diagnose call issues.
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Quality of Service (QoS) Policies for VoIP

Quality of Service is absolutely critical in a VoIP-ready LAN. QoS encompasses the mechanisms to

prioritize voice packets and control congestion so that voice quality remains high even when the

network is busy. Without QoS, data traffic can overwhelm links and introduce latency/jitter to voice.

As one source puts it: without QoS in place, you may get “choppy or dropped calls, as other

sessions hog the bandwidth” (Source: bcstel.com). Thus, implementing QoS policies that favor VoIP

traffic is a key preparation task.

QoS Overview: In a converged network, QoS works by classifying traffic and then applying

differentiated handling. For VoIP:

Classification/Marking: Identify VoIP packets (both voice media and call control) and mark

them with appropriate priority values. This is often done at the endpoints: IP phones typically

mark RTP media packets with DSCP EF (Expedited Forwarding), which is a DSCP value of 46

(binary 101110) (Source: globalknowledge.com). EF is designed for low-latency, low-loss traffic

like voice. Correspondingly, many phones also set Layer2 CoS (802.1p) to 5 for voice

trafficwirelessccie.blogspot.com (802.1p uses 3 priority bits in the VLAN tag; CoS 5 is

commonly designated for voice, matching the IP Precedence 5 concept in older QoS schemes

(Source: globalknowledge.com)). Call signaling packets (SIP messages) are usually marked

slightly lower, often DSCP CS3 (24) in modern Cisco designs (Source: cisco-

voip.puck.nether.narkive.com), or sometimes AF31 (26) in other setups. The reasoning is that

call setup is important but not as time-critical as the voice stream

itselfwirelessccie.blogspot.com. The key is to have a consistent scheme: e.g. voice bearer = EF,

call control = AF31 or CS3, everything else default or lower.

Queuing and Scheduling: Once traffic is classified (by DSCP or CoS), switches and routers

use queuing strategies to ensure priority traffic gets sent first and is protected from drops. A

common model: enable at least one strict priority queue for EF (voice) on each interface. This is

often called LLQ (Low Latency Queue). Voice packets, being small (typically 60-200 bytes), will

be sent before any large data packets if they are queued. This minimizes serialization delay on

slow links. For example, on a 100 Mbps link, a 1500-byte data packet takes 120 microseconds

to send – negligible. But on a 1.5 Mbps T1 WAN, 1500 bytes is 8 ms – significant relative to

voice frame times. LLQ ensures voice doesn’t sit behind too many such packets. Many switches

inherently prioritize by CoS values (e.g. CoS 5 might map to queue 4 of 4, highest). On routers,

you explicitly configure class-maps and priority percentages.
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Bandwidth Reservation/Policing: On uplinks or WAN links, you might configure QoS to

guarantee bandwidth for voice. For instance, you know voice calls need up to X kbps, so you

allocate that to the priority queue. Some QoS systems will police or shape traffic as well – e.g.

policing lower-priority traffic to not exceed a threshold so that voice always has room. In

DiffServ terms, EF traffic should be policed to a reasonable limit (to prevent misuse of EF by

non-voice). Many designs recommend keeping EF traffic under 30-40% of link bandwidth to

avoid starvation of others, except on very fast links where it matters less.

Congestion Management: In addition to strict priority for voice, apply fair queuing for other

classes. For example, you might identify other important traffic (maybe video conferencing gets

AF41, or business-critical data gets AF21, etc.) and ensure they have dedicated queues. But

importantly, make sure large transfers (like file backups) are in a low-priority class that can be

throttled if needed. That way, when a link is busy, those bulk flows yield first.

Trust Boundaries: Implementing QoS in the LAN often starts at the access edge. A best practice is

to trust the IP phone to mark traffic correctly, but not trust an arbitrary PC. For instance, on a

switch port with a phone+PC, you would trust cos  or trust dscp  on the port for traffic coming

from the phone (often identified via CDP/LLDP or by the fact it’s on the voice VLAN), but for the PC’s

VLAN, override any DSCP to 0 (or something default). This prevents users or malware on PCs from

tagging their traffic as high priority. The phone is considered part of the trust boundary – we

assume it marks only its voice packets with EF. Indeed, Cisco IP phones mark voice as CoS 5/DSCP

EF and signaling as CoS 3/DSCP CS3 by default (Source: globalknowledge.com)(Source:

globalknowledge.com). The network should accept those and preserve them. Ensure your switches

are configured to trust CoS on the voice VLAN, and map CoS to appropriate DSCP on output if

needed (most modern networks do end-to-end DSCP, with CoS used on trunks).

Link-Specific QoS: On high-speed LAN links (e.g. gigabit), QoS is often not even triggered unless

there is congestion. But it’s still important to configure, especially on uplinks that might experience

bursts. On lower-speed links (fast Ethernet or if a lot of devices share a gigabit), it matters more. On

WAN links, it’s critical. If your VoIP deployment will send calls over a WAN (MPLS, VPN, Internet),

coordinate QoS with the provider if possible. Mark packets with DSCP EF and ensure the provider

honors that in their QoS (many MPLS networks support DiffServ markings). If using an IPsec VPN,

you can often preserve DSCP through the tunnel so that when it emerges, it still has EF.

Also consider link fragmentation and interleaving (LFI) for slower links. If you have something like

a 512 kbps link, a big data packet can delay a voice packet significantly. LFI (available on frame

relay/PPP multilink/etc.) breaks big packets into smaller pieces to interleave with voice. This might

be beyond scope if not applicable, but it’s worth noting for completeness in QoS strategy.
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Managing Jitter: Proper QoS is the primary means to control jitter and delay on the LAN. By

ensuring voice packets are sent immediately and not queued behind others, jitter is minimized.

Additionally, switches have small buffers for priority queues to avoid variable delay. That said,

extremely low jitter on LAN (<1-2 ms) is typical if uncongested. Jitter usually creeps in when there is

interface congestion or possibly due to route flaps causing packets to take different paths. Monitor

jitter via call stats; if you see unexpected jitter in a switched LAN, investigate for possible causes like

duplex mismatches (which cause sporadic packet loss and delay) or an overtaxed switch CPU

dropping packets.

Example QoS Config: To illustrate, a Cisco-based network might implement:

On access ports: mls qos trust device cisco-phone  (trust phone, not PC).

On uplink ports: maybe trust DSCP (since internal traffic is marked now).

Define queues: e.g. assign DSCP EF to strict priority queue, ensure it has a minimum bandwidth

(in case someone mistakenly sends a lot of EF, policing will kick in). Assign CS3 (call signaling)

to a high queue but not strict, with some bandwidth guarantee. Assign bulk data to a scavenger

class with limited share.

On a router’s WAN:

plaintext

Copy

class-map VOICE-RTCP match dscp ef class-map VOICE-SIG match dscp cs3 policy-map

QoS-WAN class VOICE-RTP priority 300 (kbps) set dscp ef class VOICE-SIG bandwidth

50 (kbps) set dscp cs3 class class-default fair-queue

(This is just conceptual; actual values depend on needs). This ensures up to 300 kbps gets

strict priority for voice, etc.

Verification: After deploying QoS, verify that it works. Many switches have counters per queue –

generate some traffic and see that voice packets increment the priority queue counters. Use packet

captures to confirm DSCP markings are end-to-end (phone to PBX). If a segment in the path is not

preserving DSCP, fix that (e.g. some VPN devices may zero out DSCP by default, requiring config to

copy it into the tunnel header).
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Keep in mind QoS does not create bandwidth; it only manages how bandwidth is used under

contention. So it complements having sufficient capacity. Even with QoS, if your link is completely

saturated with voice calls beyond its capacity, quality will degrade. So, QoS + proper provisioning go

hand in hand.

In summary, implementing QoS ensures that voice traffic is identified and treated as the highest

priority across the LAN (and WAN). By marking voice with DSCP EF (Source: globalknowledge.com)

and using priority queues, we achieve the needed low latency behavior for VoIP. All the major

enterprise vendors (Cisco, Juniper, etc.) provide detailed QoS design guides because it’s so crucial.

As a rule: voice packets should wait as little as possible inside network devices. With a well-

configured QoS setup, even if someone starts a large download, the voice packets “go to the front

of the line” and calls remain clear. This is a cornerstone of VoIP readiness.

Minimizing Jitter and Latency on the LAN

Even with bandwidth and QoS addressed, it is worth explicitly focusing on jitter and latency, since

these are key VoIP performance metrics. LAN latency is usually very low (single-digit milliseconds or

less across a campus), but certain network issues can introduce delay or variability. Here are

additional measures and considerations to minimize latency and jitter:

LAN Device Performance: Ensure switches and routers are not overloaded. An oversubscribed

or CPU-hogged switch can introduce processing delay. Use managed switches with adequate

switching capacity. If the network gear is very old (end-of-life hardware, for example), consider

replacing it – newer switches have faster internal architectures. Also keep firmware up to date,

as vendors often improve QoS or fix bugs that could impact timing.

Store-and-Forward vs Cut-Through: Most Ethernet switches use store-and-forward (which

introduces a one-packet latency per hop, typically negligible). A 64-byte frame at 1 Gbps is only

0.5 microseconds, so per-switch latency isn’t a worry unless you have dozens of hops. Still,

design so that the number of switch hops between any two VoIP endpoints is reasonably small

(which it typically is in a hierarchical design).

Spanning Tree Protocol (STP): Make sure features like RSTP (Rapid STP) or MST are enabled

such that any topology changes reconverge quickly. If a topology change occurs (like a link

failure causing re-convergence), it can temporarily disrupt traffic (causing packet loss or jitter).
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Rapid spanning-tree helps minimize outage time. Also as mentioned, use PortFast (or

equivalent) on access ports to prevent phones from waiting on STP listening/learning states on

boot.

Avoid Micro-bursts: Sometimes jitter can be introduced by micro-burst congestion – e.g.,

many devices send traffic at the same instant exceeding interface capacity for a short period.

Switches will queue packets briefly. With QoS, voice should jump those queues, but if voice

itself comes in bursts (like if using silence suppression, voice packets might clump after silence

gaps), ensure the network can handle it. In general, enabling QoS with proper queue

configurations is the remedy. If using silence suppression (VAD – voice activity detection), the

codec stops sending during silence, then sends a flurry when speech resumes. Phones/jitter

buffers handle minor variations, but network should still prioritize those packets immediately on

resume.

Clock Synchronization: This doesn’t directly affect jitter, but having all network devices and

phones on a common time source (NTP) helps correlate logs when troubleshooting delay

issues. Also, some advanced troubleshooting uses RTP timestamps to detect jitter – knowing

clocks are sync’d can help.

Jitter Buffers: Note that IP phones and gateways have jitter buffer settings. Typically they

auto-adjust within a range (say 30ms buffer). If the network still experiences jitter above what

buffers can handle, you’ll get artifacts. The goal is to keep network jitter well below buffer levels

so that these buffers can smooth playback. If absolutely needed (in poor WAN environments),

you can increase jitter buffer length at the cost of added latency. But on a LAN, jitter buffers

should remain minimal.

Monitoring for Jitter: Use your monitoring tools to keep an eye on jitter. For example, some

systems output average jitter per call. If you see jitter on internal calls exceeding, say, 5-10ms

regularly, something is off – investigate traffic patterns or maybe a duplex mismatch. Duplex

mismatches are notorious for causing bursts of packet loss and jitter – ensure all ports to

phones and between switches are hard-set or correctly auto-negotiate full-duplex. A

mismatched port will show incrementing CRC or alignment errors and cause retransmissions.

Traffic Shaping for Burst Absorption: On egress of core switches to distribution, you might

implement slight buffering or shaping to absorb bursts. However, in a LAN, typically line-rate

switching is fine and you rely on hardware queues rather than software shaping.

go.clearlyip.com

Page 23 of 43

https://go.clearlyip.com/?utm_source=pdf
https://go.clearlyip.com/?utm_source=pdf


In summary, by combining proper QoS, sufficient capacity, and a clean network design, you

inherently minimize jitter and latency. A quality LAN will deliver VoIP packets with such consistency

that call quality approaches that of a traditional circuit – users shouldn’t notice any network-induced

issues. As one whitepaper succinctly stated: “Quality VoIP calls require a quality IP network that can

deliver voice packets within minimum requirements around jitter, packet loss, and latency” (Source:

content.solarwinds.com). Building that quality network is the aim of all the steps we discuss.

(The discussion of QoS and jitter above is tightly related to the previous section. Depending on

report structure preferences, one might combine them. However, the key points are covered:

prioritization, queueing, trust, and design considerations to achieve low jitter/latency.)

IP Addressing, DHCP, and DNS Configuration for VoIP

Proper network services configuration – particularly IP addressing and name resolution – is essential

for a smooth VoIP deployment. Every phone and VoIP server needs an IP address (preferably in a

dedicated subnet as discussed) and must be able to locate the call server and other services. Here

we outline best practices for DHCP, DNS, and related settings for VoIP endpoints.

Addressing Scheme: Plan a separate IP subnet for the voice VLAN. For example, if your data

network is 192.168.1.0/24, you might use 192.168.10.0/24 for voice. This separation makes it easy to

identify voice devices and apply policies. Make sure the subnet has enough addresses for all phones

plus some growth (each phone generally uses one IP; some multi-port conference units might use

two, etc., but rare). Typically a /24 (254 usable IPs) is plenty for a single site’s phones; even a /25 for

up to ~120 phones could suffice if very small office. But don’t make subnets too tight – remember

things like the PBX or an ATA might also live in that subnet.

Static vs DHCP: IP phones typically use DHCP for convenience – much easier than configuring

hundreds of phones manually. Use DHCP to hand out addresses to phones. The IP-PBX server, on

the other hand, often should have a static IP (or a DHCP reservation) so that it’s at a known address

for phones to register to. Any voice gateways (SIP-to-PSTN gateways, etc.) also should be static or

reserved. For pure DHCP environments, reserving the PBX and gateway IP by MAC in DHCP is an

acceptable approach.

DHCP Options for VoIP: DHCP can deliver more than just IP and gateway; it can provide critical

boot information to VoIP devices. Common options:
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Option 66 (TFTP server name) – often used to tell phones the provisioning server address

(Source: info.teledynamics.com). Many IP phones (Polycom, Yealink, etc.) will check Option 66

for a URL or IP of a configuration server (TFTP/HTTP). Cisco phones historically used Option

150 (TFTP server address list) – which is essentially a Cisco-specific extension. Option 150 can

carry multiple server IPs and is mainly for Cisco IP phones (Source: info.teledynamics.com). If

you have Cisco phones with a Cisco Call Manager, you’d set Option 150 to the CUCM TFTP

server’s IP.

Option 120 (SIP server) – this is a DHCP option specifically defined to carry one or more SIP

server addresses (could be a domain or IP) (Source: info.teledynamics.com). Some SIP phones

can use Option 120 to learn their registrar/proxy. For example, a phone might get

“sip.mycompany.com” via Option 120 and then know where to register. This can save manual

input of SIP server on each phone.

Option 42 (NTP servers) – providing an NTP server helps IP phones set correct time (useful

for display and logs). Many phones accept this standard DHCP time server option.

Option 144, 157, etc.: Certain vendors use custom options. For instance, some Avaya phones

use option 242 with specific formatted strings for settings. If you have a specific vendor, check

their deployment guide for which DHCP options to use.

When configuring DHCP, you’ll create a scope for the voice subnet and then add the above options

as needed. Ensure the default gateway option points to the router interface of the voice VLAN.

DNS for VoIP: DNS plays a role especially if your SIP infrastructure uses domain names. For

example, the SIP registrar might be sip.company.com which resolves to the PBX IP. Or if using a

cloud VoIP provider, phones might reach something like us.voipprovider.net. Therefore:

Ensure the DHCP on the voice VLAN provides appropriate DNS server IPs (likely the same DNS

your company uses, or a local DNS cache). Without DNS, phones configured with names won’t

find servers.

It’s good to have a DNS A record (and maybe a matching PTR) for your IP-PBX (e.g.,

pbx.local.lan). Some phones might show the server name in logs, etc.

If you manage internal DNS, consider creating an SRV record for SIP in your domain, which

allows more advanced discovery (SRV can list multiple servers with priorities for redundancy).

For instance, an SRV record for _sip._udp.yourdomain.com  could direct phones to the
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primary and secondary SIP server. Many SIP endpoints and PBXs do use DNS SRV for failover. If

your phones or softphones support it, leveraging SRV can automate failover if one server goes

down (they will try the next one in DNS).

If using ENUM or other DNS-based call routing (mostly for PSTN lookup by some systems),

ensure DNS configuration is done accordingly. This is an advanced usage not common in most

deployments.

For internal calling and basic local PBX usage, DNS is not heavily used (phones often just have the

IP of the PBX). But as systems get integrated (maybe unified communications apps, etc.), DNS

becomes more important. In any case, have reliable DNS resolution on the voice network (point to at

least two DNS servers for resilience).

LLDP-MED and network policy: This is slightly aside from pure IP config, but note that LLDP-MED

can also advertise a “network policy” to the phone, which includes a DSCP value for voice and

sometimes a VLAN. For instance, a switch can say “Voice VLAN = 20, Voice Priority = 5, DSCP = 46”.

A supporting phone might automatically apply those QoS markings. Most enterprise phones already

mark correctly by default, but LLDP-MED ensures consistency if a phone had different defaults.

Phone Registration and Dial Plan: Once IP and DNS are set, phones will attempt to register with

the call server. From a network perspective, this is just a SIP REGISTER message to the server’s

IP/port. Ensure nothing (firewall, ACL) is blocking that on the LAN. On a LAN, typically nothing will,

but if you put the PBX in a different VLAN and an ACL is too strict, adjust it to allow SIP (and RTP)

from phones to PBX. If registration fails, do a quick network connectivity test (ping from phone to

PBX if the phone has such a feature, or vice versa, or use network tools). Often the issue is

misconfigured default gateway on either end or a VLAN routing issue.

IP-PBX Network Settings: On the IP-PBX server, configure its network interface in the voice

subnet with the static IP. If the PBX has multiple NICs, one approach is to dual-home it (one NIC on

voice VLAN, one on data LAN). However, this can complicate routing unless done carefully. Another

approach is single-home on voice VLAN and then allow management access via router to it from

data LAN (with firewall rules). The simpler is often best: put the PBX entirely in the voice network,

and manage it by temporarily allowing admin PCs to access that VLAN or via a jump box. Some

PBXs (like Windows-based or Linux-based UC servers) might require internet access (for updates,

license activation, etc.), which should be routed through your firewall from the voice VLAN.

Name Resolution for External Services: If your VoIP system interacts with external services (like

an LDAP directory server, or an SMTP server for voicemail-to-email), the PBX might need to resolve

those hostnames. So the voice VLAN’s DNS should be able to resolve internal server names or
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public names as needed. For internal integration, you might open routes between voice and data or

just give the PBX a data LAN DNS server address.

To summarize, configure DHCP to automate network setup for phones (IP, gateway, options)

and ensure DNS is available and correct for any named services. These configurations allow phones

to effortlessly find their call servers and other resources, speeding up deployment and avoiding

manual errors. A well-tuned DHCP/DNS setup can, for example, let a phone plug-and-play: it boots,

gets IP and VLAN via DHCP/LLDP, learns where to fetch config (Option 66), downloads its config

(with server address, number, etc.), registers to PBX, and is ready to use – all automatically. This

level of automation is highly desirable for large deployments.

VoIP Server Placement and IP-PBX Configuration

The VoIP call server (often an IP-PBX in on-prem deployments) is the central brain of the phone

system. Its placement in the network and configuration for high availability are crucial

considerations when preparing the LAN. We’ll cover recommendations for where to locate the

server, how to integrate PSTN connectivity, and how to plan for redundancy to avoid downtime.

Physical and Network Placement: Ideally, locate the IP-PBX or VoIP server in a data center or

server room on your local network, preferably on the same site as the majority of phones for minimal

latency. If your network has a core switch or server farm segment, placing the PBX there (with high-

speed links to access switches) is ideal. For example, if all access switches uplink to a core switch,

connecting the PBX to that core ensures only one uplink hop from any phone. Avoid placing the

PBX across a WAN link from the phones if possible; local call control is preferred (both for quality

and survivability if the WAN goes down). In multi-site scenarios, consider either:

A central PBX with remote phones – but then ensure the WAN is very robust and QoS-

controlled, and perhaps have a local backup plan for emergencies (e.g. each site has a small

gateway that can provide basic calling if WAN fails).

Distributed PBXs – e.g. one per site, networked together. This provides local dial tone at each

site and can fall back to PSTN if site isolation occurs.

If the PBX is a virtual machine or a software application, pay attention to its host: give it sufficient

CPU and memory, and ensure the host networking is configured for low latency (e.g. avoid CPU

power saving that might add scheduling delays for the VM). It’s often recommended to disable

hypervisor features that could pause the VM (like overcommitment that leads to swapping) because

that can disrupt real-time processing.
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IP Subnet Considerations: As mentioned, you can put the PBX in the voice VLAN/subnet or in a

server subnet. There are pros and cons:

In the voice VLAN: the PBX is directly with the phones, no routing needed for signaling or

media, which is simple and efficient. However, if IT staff PCs are on data VLAN, they’ll route to

voice to reach PBX management GUI – trivial to allow though.

In a separate server VLAN: this might fit an IT policy of keeping servers in a common subnet.

It’s fine but then phones’ RTP streams and SIP signaling will always traverse a router/firewall to

that VLAN. Ensure that device has the capacity (for example, a firewall throughput for all that

UDP). And configure QoS on that inter-VLAN routing as well (e.g., on a Layer3 switch interface

between voice and server VLAN, trust DSCP and maybe even prioritize within the chassis).

SIP Trunks / PSTN Gateways: Determine how the VoIP system will connect to the outside world. If

using a SIP trunk (VoIP service provider), the PBX will send calls over the internet. Place the PBX in a

network position where it can reach the firewall to the internet easily (usually just default route out).

Be mindful of NAT – configure the PBX with the public IP/domain for SIP if needed. If using local

PSTN gateways (like an analog or PRI gateway device), those gateways should ideally sit on the

voice VLAN too (or same subnet as PBX). They are extensions of the system and will carry RTP

streams; keeping them local avoids needless routing. For example, a PRI gateway connects to telco

on one side and Ethernet on the other – plug its Ethernet to the voice switch and assign it an IP in

voice subnet. Phones call out -> PBX -> gateway -> PSTN, all on LAN until gateway.

Call Server Capacity: Ensure the PBX is sized for the call volume (max concurrent calls, endpoints,

etc.). From a LAN perspective, ensure the NIC is gigabit and not a bottleneck (rarely, but if handling

100s of calls, still low throughput). More importantly, check that the network port it connects to is

error-free and not overloaded with other traffic. Some IP-PBXs also handle other media (music on

hold streams, conference mixing) – those can up the bandwidth usage (e.g. 10 conferences with 10

users each is like additional calls). Monitor the server’s network interface after deployment to see

utilization.

Redundancy and High Availability: For a mission-critical phone system, plan redundancy at

multiple levels:

Server Redundancy (Failover PBX): Many IP-PBX solutions offer high-availability clustering or

at least a failover mechanism. For example, Asterisk-based systems can be configured in an

active-standby with database replication; Cisco CUCM has a Publisher/Subscriber redundancy

(phones can register to secondary servers); Skype for Business (now Teams on-prem) had pool

failover, etc. The idea is to have a secondary server that can take over if the primary fails.
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Deploy this if possible. The secondary should ideally be in a different physical server or location

(to survive power failure or hardware failure of the primary). IP phones are usually configured

with a primary and secondary registration address – they will automatically failover if the

primary doesn’t respond. Test this failover: simulate a primary outage and ensure phones

register to backup within a reasonable time (some systems do 30 seconds, some a few

minutes; knowing this helps set expectations).

Database and Configuration Backups: Even if no hot standby, at least maintain recent

backups of the PBX configuration (and voicemail, etc.). Then if the server crashes, you can

restore on a new machine quickly. Some smaller deployments simply keep a spare appliance or

VM template ready to go, onto which they’d import the backup.

Dual Network Connectivity: If the PBX server has two NICs, you could connect them to two

separate switches (especially if using a server cluster). That way, if one switch fails, the PBX is

still reachable on the other NIC. This can be done by NIC teaming or just using one as primary

and manual failover. Not all deployments need this, but it’s a thought if uptime is paramount.

Power Redundancy: The PBX server should be on UPS, and if possible, have dual power

supplies fed from separate circuits. Phones are covered by PoE UPS as discussed, but if the

server dies due to power, the whole system is down.

Trunk Redundancy: If using SIP trunks, having a backup trunk/provider is wise. For example,

you might have primary SIP trunk through ISP A, and a secondary through ISP B (perhaps lower

capacity, but enough for emergency calls). Or keep a couple of analog POTS lines as backup:

some IP-PBX appliances have FXO ports that can be used if SIP trunk fails. Likewise, if using a

PRI, sometimes people keep one analog line for 911 if PRI goes down. Redundant WAN links also

factor here, as previously mentioned – if primary internet fails, can calls go out a backup link?

This can be achieved with proper ISP redundancy and DNS (e.g. some PBXs can be configured

to register to two ITSPs and use one if other unreachable).

Eliminate Single Points: The overall goal is no single point of failure (Source:

info.teledynamics.com). Each component that, if it failed, would take down voice for everyone,

should be addressed. That includes core switch, call server, router to PSTN – have a plan for

each (either redundant component or contingency plan).

Geographic Redundancy: For larger organizations with multiple locations, you might consider

geographic diversity – e.g. have two call managers in different cities, each can back up the other.

Phones at site A primarily register to server A, but if A is down, they register to server B across
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WAN. During a WAN outage, site A phones might operate with a local SRST (survivable remote site

telephony) router or gateway, allowing internal calls and emergency dialing. These are advanced

designs but worth noting if high availability is required.

IP-PBX Configuration (Networking aspects): On the PBX software, ensure a few network-related

settings are tuned:

Codec selection: Decide which codecs to allow for internal vs external. Many set G.711 or

G.722 for internal calls (for best quality) and possibly allow G.729 for external to save

bandwidth. Configure the PBX’s SIP/Codec settings accordingly. If you prefer to force HD voice

internally, make sure the phones and PBX have G.722 enabled at top priority (most will by

default if supported).

DTMF, etc.: VoIP sometimes has settings for how to send DTMF (RFC2833, in-band, SIP INFO).

Ensure the setting compatible with your endpoints and provider to avoid issues with telephone

menu navigation.

SIP timers and keepalives: The PBX has registration expiry timers, NAT keepalive options, etc.

For internal phones on a LAN, long registration intervals (e.g. 1 hour) are fine. For remote

phones behind NAT, shorter may help keep NAT pinholes open or use options like SIP OPTIONS

pings. Since we’re focusing on local, just ensure the defaults work – typically they do.

QoS tagging: Some IP-PBX can tag the RTP packets they originate (like for voicemail playback

or conference). Ensure it’s set to DSCP EF for those as well. Often they follow whatever the

endpoint does, but check if any DSCP setting exists in the PBX and set it consistent with your

scheme.

SRTP and TLS: If you plan to use encryption, configure the PBX to support SRTP (and load any

certificates needed for TLS). Then configure phones to use TLS/SRTP. This can significantly

increase security by encrypting call signaling and media, preventing eavesdropping. Just note it

can add some CPU overhead and complexity (certificate management). Within a LAN,

encryption may be optional, but many businesses now enable it out of privacy concerns or

compliance. As per best practices, enabling SRTP will “secure VoIP traffic within VLANs,

safeguarding it from eavesdropping” (Source: voipinsight.com) and using SIP over TLS protects

signaling (Source: clearlyip.com).

Call Admission Control (CAC): If the PBX or network can do CAC (limit calls to avoid overload

of links), consider setting it for WAN links if needed. On a LAN, usually not needed because of

high bandwidth; on WAN, maybe use it to limit to X calls.
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Phone Firmware Management: The PBX often also provides phone firmware updates

(especially in Cisco or in Skype for Business environments). Hosting firmware files on a

TFTP/HTTP server that phones use is common. Make sure the network allows the phones to

reach that (should be local anyway). When doing mass firmware upgrades, consider doing in

small batches so as not to overwhelm the TFTP server or network (though the files are usually

small, except for maybe some video phones with larger firmware images).

Logging and Monitoring on PBX: Enable logging for call quality if available. Some systems can

log MOS for each call (like via RTCP XR). This can be gold for troubleshooting since you can

pinpoint if a call had poor quality and see network metrics.

In essence, treat the IP-PBX as a critical server – give it a robust environment (clean power,

cooling, proper networking), secure it, and have a business continuity plan for it. The LAN around it

should be designed so that phones can always reach a call processing resource, even if failures

occur.

Security Best Practices for VoIP on the LAN

VoIP brings additional security considerations because voice is a sensitive and real-time application.

A compromise or attack on the phone system can have serious consequences (e.g., eavesdropping

on calls, toll fraud making expensive calls, or a denial-of-service taking down communication).

Therefore, preparing the LAN for VoIP isn’t complete without addressing security. Below are best

practices focusing on segmentation, encryption, and threat mitigation specific to VoIP.

Network Segmentation & Access Control: As discussed, using a separate voice VLAN inherently

provides a layer of security. It limits the reach of broadcast-based attacks and makes it harder for

malware on a PC to directly intercept voice traffic. Implement ACLs or firewall rules between the

voice VLAN and other networks to enforce the principle of least privilege. For example:

Regular user PCs likely do not need to initiate connections to IP phones or the call server (aside

from maybe a web interface on phones, which is often not needed by end users). So you could

block traffic from data VLAN to voice VLAN except from IT management subnets.

The call server might need to communicate with a domain controller or database on the data

network; allow those specifically and nothing more.
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Only the PBX and authorized management stations should be able to reach the phone’s

management ports (like HTTP/HTTPS for phone web UI, SSH if phones have it, SNMP if used).

This prevents attackers from trying default passwords on phone web interfaces or reconfiguring

them.

Use features like port security on switches to lock down access ports – e.g., if a port is

supposed to have a phone+PC (two MACs), you can limit to those two MAC addresses learned.

This can prevent an unauthorized device from being added. Some switches even have “voice

VLAN OUI” detection to allow only known phone manufacturers on the voice VLAN part of a

port.

802.1X NAC: For higher security, IP phones can often do 802.1X authentication (with EAP-MD5

or EAP-TLS). Implementing NAC for VoIP is possible – phones either have certificates or use a

pre-shared credential to authenticate to the switch. If successful, they get access to voice

VLAN. If not, port can be shut or put in a quarantine VLAN. Not all deployments do this because

it adds complexity, but it’s worth noting if security is paramount.

Encryption of Signaling and Media: Without encryption, someone with access to the network

could intercept RTP packets and reconstruct the audio, or capture SIP signaling to see call details or

possibly reroute calls. Use Secure RTP (SRTP) to encrypt voice streams and TLS for SIP signaling

whenever feasible (Source: clearlyip.com). Most modern IP phones and PBXs support these:

SRTP: Encrypts the audio using keys exchanged via SIP signaling (SDES or via DTLS). It

prevents an attacker from decoding the audio even if they capture the packets. It also provides

authentication (packet integrity) to prevent injection of fake audio packets.

SIP over TLS: Encrypts the SIP messages so that things like phone numbers dialed,

authentication credentials, etc. are not visible on the wire. It also thwarts certain VoIP attacks

(like altering a SIP message in transit).

If using TLS, you’ll need a PKI setup (certificates on the server and possibly each phone). Many

systems can use self-signed or an internal CA. Manage those certs carefully (expire, etc.).

Some systems offer end-to-end encryption (like certain softphones can do ZRTP which is key

exchange in media path). But typically, SRTP+TLS is sufficient and easier in a controlled

environment.

go.clearlyip.com

Page 32 of 43

https://clearlyip.com/2024/06/13/how-to-secure-your-voip-network-best-practices-and-tips/#:~:text=interception,TLS
https://go.clearlyip.com/?utm_source=pdf
https://go.clearlyip.com/?utm_source=pdf


If full encryption is not possible (some older phones might not support it, or you choose not to due

to overhead), rely on segmentation at least – i.e., it’s all internal switched traffic, which is somewhat

safer from casual sniffing. But be aware of the risk: any compromised internal device could

potentially mirror a port or arp-spoof to capture audio. Encryption mitigates that.

Secure Device Configuration: Hardening the phones and PBX:

Change default passwords on IP phones’ admin interfaces (many have a default like

“admin/admin”). Even if your ACLs block access, someone with physical access could plug a

laptop directly into phone’s PC port (if the phone is a mini-switch unisolated) and access it. Use

strong passwords.

Disable unneeded services on phones. For instance, if phones have an HTTP server for stats

but you don’t use it, maybe disable it or use HTTPS if available. If phones support SSH or Telnet

for debugging, ensure those are off or secured.

The PBX server should be hardened like any server: disable unnecessary services, close unused

ports, apply OS security patches, and preferably run behind a firewall for any external facing

interfaces.

Use VLAN separation even within voice as needed. Some deployments use separate signaling

and media networks (rarely needed). Simpler: ensure management of the PBX (web interface,

SSH) is only accessible to management PCs (via firewall rules).

Mitigating Spam and Toll Fraud: VoIP systems can be targets of specific abuses:

Toll Fraud: Attackers try to register unauthorized devices or use default credentials to place

outbound calls (often to expensive international numbers, making money via kickbacks).

Mitigation: Use strong authentication for SIP accounts (complex passwords). If phones register

with the PBX, those accounts should be well-protected. Also consider dialing rules that restrict

expensive destinations unless needed. Monitor call logs for spikes or unusual patterns (e.g.,

calls at odd hours or to high-cost areas).

SPIT (Spam over Internet Telephony): e.g., receiving spam calls or voicemails. Not too

common on internal systems, but if your system is reachable from the internet via SIP, you

might get ghost calls (random callers ringing extensions via IP scanning). Mitigation: On the

PBX, don’t allow unauthenticated inbound SIP from arbitrary sources – use an SBC or

authentication. Many IP phones have a setting to reject SIP packets from outside their

configured server to avoid ghost rings.
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DoS Attacks: As with any network service, attackers could flood the SIP server or SIP port with

traffic, or flood RTP streams to cause quality issues. A simple UDP flood on port 5060 or an

INVITE flood could overwhelm a PBX. To mitigate:

If possible, use a firewall or SBC to rate-limit SIP traffic. For example, you know your ITSP

should send at most a certain number of invites per second, so anything far above that

could be dropped. Some firewalls have VoIP ALG/IPS that detect and block such patterns.

Intrusion detection systems can also alert on unusual volume of SIP messages or

malformed packets that could indicate an attack.

Ensure your PBX software is updated to fix any known vulnerabilities that could be

exploited in such an attack.

Having redundant servers can help if one is targeted (though typically if it’s a network

flood, redundancy doesn’t help unless you have separate network paths).

Physical Security: Secure the areas where VoIP equipment resides. An attacker with access to

a switch could possibly plug in a device to capture traffic. Lock server rooms and wiring closets.

Use managed switches that can detect rogue DHCP servers or ARP spoofing (some switches

have DHCP snooping, dynamic ARP inspection features – enabling these on voice VLAN adds

protection, e.g., ensure only the authorized DHCP server can respond to phones).

Monitoring & Alerts: Implement logging and alerts for security events. For instance, if the PBX

sees multiple failed registration attempts, it could indicate a brute-force attack on an

extension’s password – configure it to lockout or alert. There are tools like Fail2Ban that can

automatically block IPs that show malicious signs (commonly used with Asterisk-based systems

to block SIP attackers by IP). Similarly, monitor call records for anomalies (a user calling a

foreign country they never called before could signal a compromised phone).

VoIP Aware Security Appliances: Some organizations integrate VoIP with their SIEM (Security

Information and Event Management). For instance, Cisco’s identity services can tie IP phone

logins with user identity or use 802.1X for posture checking. But more basically, just ensure

your security appliances aren’t blind to voice VLAN – e.g., if using an IPS, span the voice VLAN

traffic to it as well so it can analyze it.

In summary, apply a defense-in-depth strategy: segmentation to contain and separate voice

traffic, encryption to protect confidentiality and integrity, and active measures to detect/prevent

attacks. A Cisco whitepaper on VoIP security emphasized evaluating VLAN configuration, user
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authentication, and encryption as key pillars, along with securing signaling methods (Source:

cisco.com). Likewise, the ClearlyIP guide we saw advocates deploying firewalls and IDS/IPS

specifically tuned for VoIP to block external threats (Source: clearlyip.com). By incorporating these

measures in your LAN preparation, you not only ensure quality but also protect the VoIP

infrastructure from being a weak link in your network security.

Testing and Monitoring VoIP Performance

After setting everything up, continuous testing and monitoring will ensure the VoIP system runs

smoothly and allows you to catch issues proactively. Voice quality can be affected by subtle network

changes or usage patterns over time, so having the right tools and procedures to monitor VoIP

traffic and network health is vital.

Baseline Testing: Once the VoIP network is configured, perform baseline call tests:

Use a few test calls (both internal extension-to-extension and external calls via trunk) to

measure call quality. Subjectively note if there are any audible issues (latency, echo, distortion).

During these test calls, measure network metrics. You can do this by using features in IP

phones or softphones that display call statistics (many Cisco phones have a QoS info screen,

Asterisk CLI can show jitter, or SfB clients have call stats). Alternatively, run a packet capture on

a span port for a test call and analyze RTP streams in Wireshark – it will calculate jitter, packet

loss, out-of-order packets, etc.

If available, enable RTCP XR (Extended Reports) on the PBX and phones. RTCP XR can

provide reports on call quality (jitter, MOS, etc.) after a call which some systems log.

Also test under load conditions: e.g., have multiple calls going simultaneously (maybe have

colleagues help make a few calls at same time, or use a call generator if available) to simulate a

busy hour. See if quality remains good.

Monitoring Tools: There are several categories of monitoring tools for VoIP:

Network Performance Monitors: Standard network monitoring (like PRTG, SolarWinds NPM,

Nagios with plugins, etc.) can track device health and link utilization. Ensure your monitors

include key switches/routers in the voice path. Monitor interface errors on all ports connecting

to voice equipment – any incrementing error (CRC, drops) should be investigated as it can

indicate cabling issues or duplex mismatches affecting VoIP.
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VoIP Quality Monitoring Software: Some solutions are purpose-built for VoIP monitoring,

calculating MOS and other metrics. For example, SolarWinds VoIP & Network Quality Manager

can use Cisco IP SLA or call detail records to gauge MOS per call (Source:

content.solarwinds.com)(Source: content.solarwinds.com). Another is VoIPmonitor (open-

source) or commercial options like Oracle SD-WAN Orchestrator (formerly Talari) which include

voice QoE monitoring. These often tap into CDRs or even sniff RTP to compute MOS and R-

factor.

Call Detail Records (CDRs) and CMRs: The IP-PBX itself usually generates CDRs for each call,

and often call quality records (Cisco calls them CMR – call management records). These include

details like call duration, disconnect reason, and network stats (jitter, packet loss, latency)

(Source: content.solarwinds.com)(Source: content.solarwinds.com). Set up your PBX to collect

these records. Then either manually review them or use a tool to analyze trends (some PBXs

have built-in reporting for quality).

Synthetic Call Generators: Tools like Cisco IP SLA (built into Cisco routers) can send synthetic

VoIP streams between sites to continually measure MOS. For instance, IP SLA can generate an

RTP stream and measure jitter/loss. This is great for monitoring WAN links for voice readiness.

Third-party apps like VoIPTester or integrated features in monitoring systems can do similar

things (send periodic test calls).

Protocol Analyzers: When deeper troubleshooting is needed, capture traffic using Wireshark

or similar. Being able to capture SIP and RTP helps find issues like one-way audio (often a NAT

or routing problem) or verify if packet loss is occurring (you’d see sequence gaps in RTP). It’s

advisable to have port mirroring set up on a switch where you can plug in when needed to

capture a problematic call. However, for routine monitoring, capturing everything is not

practical. Instead, use captures for on-demand debugging.

Key Metrics and Thresholds: Keep an eye on:

Latency: One-way delay within LAN should be < 20 ms typically. If you see higher, something’s

wrong. Round-trip (from phone to phone via PBX) ideally under 50 ms internally.

Jitter: Should be very low internally, < 5 ms. Spikes above e.g. 20-30 ms are concerning

(Source: obkio.com). Investigate cause if jitter consistently climbs.

Packet Loss: Should be essentially 0 on LAN. If you see any periodic loss, find the cause

(errors, congestion). VoIP can handle up to 0.5-1% loss with minor quality hit, but target 0.
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MOS/R-Factor: If you can get MOS calculated, use it as a summary. MOS in high 4’s for internal

calls. If it dips below ~4.0, something to check. External calls might be lower due to codec (e.g.,

G.729 max MOS ~3.9).

Bandwidth utilization: Monitor how much of the available bandwidth voice is using during

peak. If it starts approaching a high percentage of link capacity (e.g. 80%+ of an uplink), plan to

upgrade link or further optimize. Also ensure QoS queues aren’t dropping packets due to

oversubscription (monitor QoS stats – e.g., are any voice packets dropped due to queue

overflow? Ideally zero).

Device resources: Monitor CPU/memory on the PBX server and any router doing voice

processing. High CPU on a router doing lots of QoS might indicate it’s at capacity.

Alerting: Configure alerts for conditions like:

High packet loss or jitter detected on a call (if your monitoring tool supports that, e.g. “alert if

MOS falls below 3.5 on any call”).

Device/interface down – obviously if a core switch or the PBX goes down, you want instant

alerts (since it’s critical infrastructure).

Perhaps more subtle: alert if a device’s interface starts accumulating errors (could preemptively

catch a bad cable or failing port before users complain).

SIP trunk registration failure – many PBXs can send an alert if trunk goes down (so you know

external calling might be offline).

Continuous Improvement: Use the data from monitoring to improve the network:

If you see that calls from a certain VLAN or location always have a bit worse quality, maybe that

switch has an issue or that segment has intermittent interference.

If call volume is increasing, you’ll notice higher bandwidth usage and can plan upgrades before

quality suffers.

Use trends to predict if, say, in 6 months you might saturate the WAN with calls due to company

growth.

User Feedback Mechanism: Encourage users to report call quality issues with date/time of incident

and called party, so you can correlate with logs. Sometimes issues slip past automated monitoring

(e.g., a phone with a faulty handset might be perceived as “network issue”). Having a helpdesk
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process for VoIP issues will complement technical monitoring.

Training & Documentation: Ensure the NOC or whoever monitors the network is trained to

understand VoIP metrics and respond. They should know, for example, that a MOS of 3.0 is bad and

to escalate network troubleshooting. Document your QoS design and voice VLAN topology so that

in event of an issue, staff can quickly pinpoint what to check (like “if calls to site B are bad, check

the WAN queue for site B”).

In conclusion, monitoring is an ongoing task that closes the loop of the deployment. By

continuously measuring performance (using metrics like MOS, jitter, etc. (Source:

content.solarwinds.com)) and watching network health, you can maintain a high-quality VoIP

experience after the initial rollout. Remember the adage: “You can’t manage what you don’t

measure.” So measure the VoIP network’s performance diligently.

Conclusion

Deploying a local VoIP phone system is a significant project that transforms how an organization's

communication runs. The success of VoIP heavily depends on the underlying LAN being prepared

and optimized for real-time voice traffic. By following the guidelines in this report, an IT professional

can ensure that their network is VoIP-ready – capable of delivering crystal-clear voice calls with

minimal latency, jitter, or downtime.

We began with an overview of VoIP fundamentals and saw that a high-quality IP network is the

foundation of high-quality VoIP calls (Source: content.solarwinds.com). From there, we outlined a

comprehensive checklist covering preparations before, during, and after deployment – emphasizing

careful planning, proper configuration, and thorough testing at each phase. We dove into the

technical specifics: calculating bandwidth needs per codec (Source: cordero.me)(Source:

cordero.me), designing a LAN topology that prioritizes voice, using VLANs to segregate and protect

voice traffic (Source: voipinsight.com), and implementing end-to-end QoS so that voice packets are

always at the front of the line (Source: bcstel.com). We also addressed often overlooked but critical

areas like ensuring cabling and PoE infrastructure meet standards (Cat5e/Cat6 and IEEE PoE specs

(Source: en.wikipedia.org)), configuring DHCP options to auto-provision phones (Source:

info.teledynamics.com)(Source: info.teledynamics.com), and placing the IP-PBX in a resilient

configuration for high availability.
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Security considerations were woven throughout the deployment plan – from logically isolating voice

VLANs to recommending encryption of voice streams (Source: clearlyip.com) and hardening devices

– to safeguard the phone system against eavesdropping, fraud, or attack. With these measures, the

voice network not only performs well but is also robust against threats.

Finally, we emphasized establishing a monitoring regimen using available tools to continuously

measure call quality (via MOS, jitter, packet loss) and network status, ensuring that any deviation

from expected performance is caught and corrected early. Real-world experience shows that

maintaining VoIP is an ongoing process: networks evolve, usage patterns shift, and vigilance is

required to keep quality consistently high.

By adhering to industry best practices and the step-by-step recommendations provided,

organizations can deploy their own VoIP infrastructure with confidence. The end result will be a

modern communication system that leverages the LAN efficiently – delivering the flexibility and

cost-savings of VoIP while matching the call clarity and reliability users expect. In summary, a well-

prepared LAN – with sufficient bandwidth, proper QoS, solid security, and proactive

monitoring – will ensure a successful VoIP phone system deployment, empowering the

organization with advanced voice communication capabilities over their local network.

Sources:

BCS Telecom, “Things to Consider When Assessing a VoIP Implementation” – guidelines on

network cabling, PoE, and QoS readiness (Source: bcstel.com)(Source: bcstel.com).

Kerry Cordero, “Calculating Bandwidth Requirements for VoIP (G.729 and G.711)” – codec

bandwidth per call with overhead (Source: cordero.me)(Source: cordero.me).

Obkio Networks, “What Causes Jitter: Troubleshooting” – ITU-T G.114 recommendations on

jitter and latency for voice (Source: obkio.com)(Source: obkio.com).

SolarWinds Whitepaper, “Fundamentals of VoIP Call Quality Monitoring” – importance of

network quality (jitter, loss, latency) on VoIP MOS (Source: content.solarwinds.com)(Source:

content.solarwinds.com).

VoIPinsight, “VoIP VLAN Best Practices” – confirms VLAN segregation and QoS priority for

voice traffic (Source: voipinsight.com) and notes on SRTP security (Source: voipinsight.com).

Cisco Systems, “Power over Ethernet” – IEEE PoE standard capacities (802.3af/at/bt power

levels) (Source: en.wikipedia.org).
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Global Knowledge, “Quality of Service Part 3” – QoS marking recommendations (voice DSCP

EF, signaling CS3) (Source: globalknowledge.com)(Source: globalknowledge.com).

ClearlyIP, “How to Secure Your VoIP Network” – best practices on using SRTP/TLS encryption

(Source: clearlyip.com) and firewall/IPS for VoIP threats (Source: clearlyip.com).

TeleDynamics, “DHCP Options for VoIP” – use of DHCP Option 66 (TFTP), 150, and 120 for

provisioning VoIP phones (Source: info.teledynamics.com)(Source: info.teledynamics.com).

Wikipedia/IEEE docs – IEEE 802.1Q VLAN tagging and 802.1p prioritization standard (Source:

en.wikipedia.org); IETF RFC references for SIP and RTP (Source: en.wikipedia.org)(Source:

techtarget.com).
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About ClearlyIP

ClearlyIP Inc. — Company Profile (June 2025)

1. Who they are

ClearlyIP is a privately-held unified-communications (UC) vendor headquartered in Appleton, Wisconsin,

with additional offices in Canada and a globally distributed workforce. Founded in 2019 by veteran

FreePBX/Asterisk contributors, the firm follows a "build-and-buy" growth strategy, combining in-house R&D

with targeted acquisitions (e.g., the 2023 purchase of Voneto's EPlatform UCaaS). Its mission is to "design

and develop the world's most respected VoIP brand" by delivering secure, modern, cloud-first

communications that reduce cost and boost collaboration, while its vision focuses on unlocking the full

potential of open-source VoIP for organisations of every size. The leadership team collectively brings more

than 300 years of telecom experience.

2. Product portfolio

Cloud Solutions – Including Clearly Cloud (flagship UCaaS), SIP Trunking, SendFax.to cloud fax,

ClusterPBX OEM, Business Connect managed cloud PBX, and EPlatform multitenant UCaaS. These

provide fully hosted voice, video, chat and collaboration with 100+ features, per-seat licensing, geo-

redundant PoPs, built-in call-recording and mobile/desktop apps.
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On-Site Phone Systems – Including CIP PBX appliances (FreePBX pre-installed), ClusterPBX

Enterprise, and Business Connect (on-prem variant). These offer local survivability for compliance-

sensitive sites; appliances start at 25 extensions and scale into HA clusters.

IP Phones & Softphones – Including CIP SIP Desk-phone Series (CIP-25x/27x/28x), fully white-label

branding kit, and Clearly Anywhere softphone (iOS, Android, desktop). Features zero-touch

provisioning via Cloud Device Manager or FreePBX "Clearly Devices" module; Opus, HD-voice, BLF-

rich colour LCDs.

VoIP Gateways – Including Analog FXS/FXO models, VoIP Fail-Over Gateway, POTS Replacement (for

copper sun-set), and 2-port T1/E1 digital gateway. These bridge legacy endpoints or PSTN circuits to

SIP; fail-over models keep 911 active during WAN outages.

Emergency Alert Systems – Including CodeX room-status dashboard, Panic Button, and Silent

Intercom. This K-12-focused mass-notification suite integrates with CIP PBX or third-party FreePBX

for Alyssa's-Law compliance.

Hospitality – Including ComXchange PBX plus PMS integrations, hardware & software assurance

plans. Replaces aging Mitel/NEC hotel PBXs; supports guest-room phones, 911 localisation, check-

in/out APIs.

Device & System Management – Including Cloud Device Manager and Update Control (Mirror).

Provides multi-vendor auto-provisioning, firmware management, and secure FreePBX mirror updates.

XCast Suite – Including Hosted PBX, SIP trunking, carrier/call-centre solutions, SOHO plans, and XCL

mobile app. Delivers value-oriented, high-volume VoIP from ClearlyIP's carrier network.

3. Services

Telecom Consulting & Custom Development – FreePBX/Asterisk architecture reviews, mergers &

acquisitions diligence, bespoke application builds and Tier-3 support.

Regulatory Compliance – E911 planning plus Kari's Law, Ray Baum's Act and Alyssa's Law

solutions; automated dispatchable location tagging.

STIR/SHAKEN Certificate Management – Signing services for Originating Service Providers, helping

customers combat robocalling and maintain full attestation.

Attestation Lookup Tool – Free web utility to identify a telephone number's service-provider code

and SHAKEN attestation rating.

FreePBX® Training – Three-day administrator boot camps (remote or on-site) covering installation,

security hardening and troubleshooting.

Partner & OEM Programs – Wholesale SIP trunk bundles, white-label device programs, and

ClusterPBX OEM licensing.

4. Executive management (June 2025)
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CEO & Co-Founder: Tony Lewis – Former CEO of Schmooze Com (FreePBX sponsor); drives vision,

acquisitions and channel network.

CFO & Co-Founder: Luke Duquaine – Ex-Sangoma software engineer; oversees finance,

international operations and supply-chain.

CTO & Co-Founder: Bryan Walters – Long-time Asterisk contributor; leads product security and

cloud architecture.

Chief Revenue Officer: Preston McNair – 25+ years in channel development at Sangoma & Hargray;

owns sales, marketing and partner success.

Chief Hospitality Strategist: Doug Schwartz – Former 360 Networks CEO; guides hotel vertical
strategy and PMS integrations.

Chief Business Development Officer: Bob Webb – 30+ years telco experience (Nsight/Cellcom);

cultivates ILEC/CLEC alliances for Clearly Cloud.

Chief Product Officer: Corey McFadden – Founder of Voneto; architect of EPlatform UCaaS, now

shapes ClearlyIP product roadmap.

VP Support Services: Lorne Gaetz (appointed Jul 2024) – Former Sangoma FreePBX lead; builds

24×7 global support organisation.

VP Channel Sales: Tracy Liu (appointed Jun 2024) – Channel-program veteran; expands MSP/VAR

ecosystem worldwide.

5. Differentiators

Open-Source DNA: Deep roots in the FreePBX/Asterisk community allow rapid feature releases and

robust interoperability.

White-Label Flexibility: Brandable phones and ClusterPBX OEM let carriers and MSPs present a fully

bespoke UCaaS stack.

End-to-End Stack: From hardware endpoints to cloud, gateways and compliance services, ClearlyIP

owns every layer, simplifying procurement and support.

Education & Safety Focus: Panic Button, CodeX and e911 tool-sets position the firm strongly in K-12

and public-sector markets.

In summary

ClearlyIP delivers a comprehensive, modular UC ecosystem—cloud, on-prem and hybrid—backed by a
management team with decades of open-source telephony pedigree. Its blend of carrier-grade

infrastructure, white-label flexibility and vertical-specific solutions (hospitality, education, emergency-
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compliance) makes it a compelling option for ITSPs, MSPs and multi-site enterprises seeking modern,

secure and cost-effective communications.

DISCLAIMER

This document is provided for informational purposes only. No representations or warranties are made regarding the

accuracy, completeness, or reliability of its contents. Any use of this information is at your own risk. ClearlyIP shall not

be liable for any damages arising from the use of this document. This content may include material generated with

assistance from artificial intelligence tools, which may contain errors or inaccuracies. Readers should verify critical

information independently. All product names, trademarks, and registered trademarks mentioned are property of their

respective owners and are used for identification purposes only. Use of these names does not imply endorsement. This

document does not constitute professional or legal advice. For specific guidance related to your needs, please consult

qualified professionals.

go.clearlyip.com

Page 43 of 43

https://go.clearlyip.com/?utm_source=pdf
https://go.clearlyip.com/?utm_source=pdf

